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1 Introduction
In accordance with ONERA [1] and EASA [21] roadmaps, the implementation of machine
learning (ML) techniques to increase the level of autonomy and reliability of aerial vehi-
cles is a very active research area. Recent advances in vision sensors and computational
performance, as well as improvements in ML techniques and algorithms, make the use of
computer vision based solutions a real asset for improving guidance, navigation and control
architectures, for example by enriching data fusion algorithms, resulting in better navigation
performance for UAVs [24]. Moreover, these solutions are passive, inexpensive, and do not
require any special equipment other than a camera and a vision processing unit on board.

ONERA and ISAE-SUPAERO have made a major contribution in recent years to the
development of the most recent advances in autonomy and safety of civil aircraft based on
computer vision. Despite the valuable results obtained and the numerous successful flight
demonstrations, most of the developed methods were based on classical techniques, the use
of data-driven algorithms was very limited, and the considered scenarios were restricted to
nominal visibility conditions. Therefore, there is still a lot of room for improvement and
exploration of other machine learning methods and architectures, especially regarding the
landing phase of civil aircraft, in nominal and degraded visibility conditions. Indeed, the
landing phase, considered by far the most critical phase, can benefit from computer vision
tools that provide information to the pilot, and can even partially or completely control the
aircraft. Vision-based landing is the first specific example detailed in the EASA CoDANN
(Concepts of Design Assurance for Neural Networks) report [6], and requires the identification
of the landing runway on the images produced by the sensors.
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2 Project
The proposed PhD thesis aims at developing, implementing and analyzing different machine
learning solutions to robustly detect landing sites (runways), and safely guide a civil aircraft
(simulation model), during the entire approach and landing phase, based on visual sensors
(cameras). The three main objectives of the thesis are:

– Runway detection: the image processing techniques used so far for runway detection
are mainly based on low-level feature extraction and/or prior knowledge of the geo-
graphical data of the landing site [23, 19]. This thesis therefore first proposes to use
the latest machine learning methods, and suitable neural network structures [4], for
airport runway detection, using labeled datasets from an image generator.

– Tracking: the thesis will then naturally progress towards runway detection from video
streams. Indeed, the performance of runway detection can be improved, and in par-
ticular be robust to occlusion, sensor failures, or weather conditions, thanks to the
implementation of tracking methods [25], which can be based on recurrent neural net-
works [15].

– Aircraft control: until now, the vision-based control architectures proposed for au-
tonomous landing consist in inferring additional information of the aircraft deviation
from the runway axis through visual sensors, in order to be able to use the classical
guidance and piloting laws, as in [17] or for the ATTOL (Autonomous Taxi Take-Off
and Landing) project [3, 2]. However, state of the art reinforcement learning (RL)
algorithms allow to compute a control strategy for visual environments, from numer-
ous simulations [16]. The last phase of this thesis will therefore consist in setting up
such a simulator in order to be able to evaluate the performance of vision-based RL
algorithms to compute camera-based autopilots for landing.

A recently developed toolbox for labeled runway dataset generation, available at ISAE-
SUPAERO, and a new flight simulation platform equipped for vision processing, available
at ONERA, will be used by the candidate for development and validation purposes.

3 Methods and Challenges
Computer vision algorithms have been improving very fast since the rise of deep learn-
ing, whether they concern classification [9], localization, detection [7], segmentation [5] or
tracking [25]. In addition, a common technique consisting in using pre-trained networks on
particular datasets, accelerates learning and improves the performance and the robustness
of the obtained solutions (transfer learning, [22]). However, runway detection in aerial im-
agery is a challenging task due to the wide variety of contextual information and imaging
conditions such as camera exposure, weather conditions, and viewing angles. In addition,
the topological similarity with other existing contexts (e.g., highways, rivers, and coastlines)
makes the feature identification process remarkably complex. Different methods have been
studied to solve the runway detection problem and are described in [4].

2



Regarding pixel-based RL [16], it gained a lot of interest as early as 2015, and many
advances have been made since then [12, 11, 13]. Originally developed for discrete action
systems, the algorithms that will be developed in this thesis for aircraft landing, will take ad-
vantage of recent advances allowing to produce continuous commands [14] and be compared
to state of the art methods, such as [17] or the ATTOL project [3]. Particular attention will
be paid on the one hand to promote models with good generalization properties, for example
with the help of real data [10], and on the other hand to methods ensuring a certain expli-
cability level, such as model-based RL, or possibly explainable RL [8], in accordance with
the EASA CoDANN report [6]. Finally, the reward function, that defines the optimization
criterion of the associated RL problem, is naturally sparse in the landing context, which
must be taken into account for effective learning of control strategies [20].

4 Guidelines
For the three main phases of this thesis, i.e. runway detection, runway tracking, and guid-
ance/control for landing, the study will proceed according to the following steps:

– a literature review of the domain, in order to identify the different classes of methods
and state of the art algorithms to implement;

– the implementation, adaptation, training and evaluation of the selected algorithms and
methods;

– the definition and the implementation of a benchmark, i.e. an evaluation of the al-
gorithms trained in various learning contexts, using relevant performance metrics, in
order to analyze the pro and cons of the different approaches;

– the proposal and evaluation of a new algorithm, or a new method, inspired for instance
by the analysis of the benchmark results, the review of the literature, or the visual
landing context.

This work will be performed with the help of classical deep learning libraries such as Pytorch
[18]. Although the algorithms will be prototyped on personal computers, training sessions
that last for a long time and especially the benchmark execution, will run on the ISAE-
SUPAERO supercomputer, in order to benefit from parallel and GPU computing.

5 PhD candidate profile
The candidate must have a Master’s degree in Artificial Intelligence, Computer Vision, Com-
puter Science or Mathematics. Specifically, she/he must have:

– Advanced knowledge in Machine Learning/Deep learning for Vision;

– Advanced programming experience with Python and Machine Learning libraries;

– Good communication and writing skills in English; Ability to work independently.

Knowledge on Flight Dynamics would be appreciated but is not mandatory.
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6 Application procedure
Formal applications should include a detailed resume, a motivation letter and transcripts of
master’s degree. Samples of published research by the candidate and reference letters are
appreciated but not necessary. Applications should be sent by email to:

• Mario CASSARO (firstname.lastname@onera.fr);

• and Nicolas DROUGARD (firstname.lastname@isae-supaero.fr).
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